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DISCREPANCIES AND POSSIBLE ADJUSTMENTS IN
THE 2200-m/s FISSION PARAMETERS

by

A. De Volpi

ABSTRACT

The status of ZZOO—m/s fission constants has been
reviewed, focused mainlyon 2*°U, ?*?Pu, and ?**U. The most
recent work in this field has been by the IAEA published in
1969. Depending very much on a partially subjective view
toward experimental credibility, a significantly different set
of parameters can be developed. The points of departureare
in acceptance by the reviewer of the more recent low meas-
urements of the 33U and ?**U half-lives and of reduced down-
weighting of some absolute measurements of v(**Cf) which
have been the object of extensive verification procedures.
This results in 1% lower v values for the fissile isotopes.
In addition, some reductions in 7) values are experimentally
justified. The half-life revisions augment evidence that the
fission cross sections for 2**U and ?*°U should be higher than
the TAEA average. Asa result of this study, an adjusted set
of fission parameters is generated with substantive support
from the revised experimental input data. A uniform con-
straint of constant product vcy = 705 is applied. which makes
most integral experiments insensitive to the modifications.
Both ?3*U and 2*%Pu sets have additional ambiguities due to
inadequate input data, indicating possible reductions in the
constraining product.

I. INTRODUCTION

A. Objectives

To one not closely connected with the measurement processes, the
wealth of nuclear data generated to improve reactor design could appear to
be in a state of disarray. There are numerous conflicting results, many of
recent vintage. This report provides an overview of the data that constitute
the more fundamental fission parameters, the quantities basic to nuclear-
reactor development. Included is a survey of various data compilations,
conference proceedings, evaluations, and reviews. In the process of ex-
amining the available information, it 1s possible to construct a convergent
pattern which indicates reasonable resolution of the apparent discrepancies.



Although thermal parameters have been relegated to a secondary
role during the present period of fast-breeder dex./e.lopment, these quan-
tities provide the foundation upon which the remaining nuclear dailta are
based. Thermal data retain an instrumental role in two ways. First,
many cross sections at higher energies are measured relative to the ref-
erence point at 2200 m/s. Second, the quality of the thermal data ref}ects
upon capabilities achievable at higher energies: Methods and the devices
can often be tested in the better-established thermal environment. .Fo?' the
fundamental fission parameters, there is essentially no hope of achieving
any accuracy greater than that acquired in the thermal standards.

In 1967, I reviewed the status of the relevant thermal parameters
for Reactor and Fuel-processing Technology.26 That paper is used as a
building block for the present survey. The information will be updated
with recent data and evaluations.

The chief fission parameters are the cross sections for fission (o),
capture (0,), and scattering (0g) and the capture-to-fission ratio (a) along
with the neutron yields per fission (¥) and per neutron absorbed (7). The
dominant materials considered are 2*°U, %*°Pu, and ?*3U. Although the vari-
ous structural and coolant materials have a significant effect on breeding
and operational characteristics, it is outside the scope of this report to
discuss such an equally extensive subject area.

During the course of reviewing the current values available, it will
be evident that discrepancies exist with varying significance. A further
objective of the present overview is to provide recommendations for pres-
ent use of the nuclear data which appear in reasonable agreement and to
suggest alternatives where the data are discordant.

B. Circumstances

The 1967 review?® reflected data available to a large extent through
the first JAEA survey on ZZOO-m/s neutron constants (Westcott et a_l.").
and the first conferences on Neutron Cross Sections and Technology (1965),
Physics and Chemistry of Fission (1965), and Nuclear Data for Reactors
(1967). Subsequently, the ZZOO-m/s constants have been revised by the
IAEA (Hanna e_ta_l.“), and follow-up conferences have been held on cross
sections (Washington, 1968; Knoxville, 1971), fission (Vienna, 1969), and
nuclear data (Helsinki, 1970).

In addition, a consultants' meeting to discuss ¥ was held at
Studsvik, Sweden, just before the Helsinki conference. At Studsvik the ref-
erence values for ?°®Cf and the thermal yields were discussed, as well as

the resonance and higher-energy structure discovered in the neutron
yield v.



C. Controversial Data

In comparing the 1967 situation regarding nuclear data with the
present 1971 status, one can observe the convergence of many quantities
that had been poorly known. There are also residual problems still not
adequately solved. Most notable, though, is the emergence of significant
discrepancies in areas that were previously thought to be in satisfactory
condition. The uncovering of these discrepancies is a result of and a
tribute to continued evaluation of experiments, the associated techniques,
and the constant pressure of refined measurements done by independent
investigators using diverse methods. For accurate results at any level,
verification by independent means is essential to attain a given level of
meaningful confidence.

Regarding the ZZOO-m/s neutron constants for the four fissile nu-
clides, the 1969 IAEA survey* recommends values with standard errors
of a few-tenths of a percent on the primary constants; yet there are di-
vergent data indicating that some of the parameters may be inaccurate to
the extent of over 1%. The probable existence of a systematic error in the
analysis is investigated, and a possible resolution of the dilemma is de-
vised in the following pages of this report.

The ?3°U fission cross section, aside from its direct utility, is the
major fission reference from which 239Py and 233U are standardized. Yet
discrepancies of over 1% exist in the experimental data. Many intricacies
are associated with an effort directed toward understanding the problem.
Cross comparisons through related ratio measurements and a study of the
standard cross sections used as a basis for the flux determinations are
essential ingredients in an analysis of the dispersion.

A number of ratios of cross sections are useful in reactor appli-
cations: for example, Of(Z”Pu)/Of(z”U) and Gf(Z”U)/Of(uSU) as reaction-
rate indices. Being relative quantities, such ratios are less subject to
systematic error and thus are generally considered well known.

II. STANDARD THERMAL CROSS SECTIONS (NONFISSION)

Most thermal-cross-section measurements--otherwise absolute- -
depend upon some standard nonfission cross section. In particular, flux
measurements accompanying fission-cross-section determinations have
generally been carried out in the past by means of certain well-known re-
actions such as YAu(n,y), °B(n,a), and H(n,p). Some thermal-fission cross
sections rely upon the thermal values of the standards; the higher-energy
measurements utilize the differential values of standards, usually calibrated
against a flux or thermal-cross-section reference point.
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Thus, we have an edifice of fission cross sections built upon abso-
lute differential shape standards, which themselves are founded upon ther-
The ZZOO-m/s values for nonfission standards are well
from the 1967 survey.
the shape standards

mal calibrations. ;
stabilized, and there is little to report that differs
There have been, however, important contributions to

in recent years.

An extensive study of the thermal standards was conducted by the '
IAEA team in 1965,”! and these values were revised as necessary in 1969.
No change was needed in the reference Au(n,y) (98.7 £0.2 b), as two recent
measurements were consistent with the adopted value. Some lesser-used
cross sections were also evaluated: Co(n,y) at 37.50 £0.13 b, and Na(n,Y)
at 534 £ 5 mb.

Gubernator and Moret® have evaluated the 1°B(n,a) standard, finding
a best value of 3835+ 7 b. A recent reanalysis of Argonne pulsed-neutron
data by Meadows®”’ gives a consistent measurement of 3842 £ 18 b.

An excessive range of measured values exists for the hydrogen ab-
sorption cross section. Published values now range from 321 =2.5to
334.2 £ 0.5 mb, according to the IAEA survey,* which chooses an average
of 331 £4 mb.

For °Li(n,a), Meadows' reexamination®’ of his own data provides
936 £ 4 b, of higher precision than the evaluation of Goldman et al.,*® which
listed 950 £ 15 b. Also, Uttley and Diment®® extrapolated their total cross-
section fit to a 2200-m/s value of 940 £ 6 b.

Goldman et al.>® recommend an average of 5327 £ 10 b for the
0.0253-eV cross section of *He(n,p). Judging from the best accuracy avail-
able from other standards, the error should probably be increased to £15 b.

III. THERMAL-FISSION CONSTANTS

Much of the high-accuracy differential cross-section structure is
contingent upon thermal standards. Moreover, there is sufficient redun-
dancy in data and range of technique available for thermal-fission param-
eters that true consistency tests of accuracy can be made through variation
of methods. Thus careful evaluation of the status of the fundamental fission
constants at 2200 m/s provides knowledge of the limiting factors associated
with measurements at higher energies, alongside the inherent value in pre-
cise knowledge of reference cross sections.

A. Surveys

. The t\;/lo Primary surveys in this area have been supported by the
IAEA in 1965™ and 1969.** Each of the surveys is thorough and voluminous;
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one purpose of the present report is to condense the results into a more
concise representation. Another purpose is to provide a critical examina-
tion of some of the results obtained.

The second IAEA analysis includes new experimental data and uses
modified 16-parameter least-squares fitting procedures for better treat-
ment of measurements in Maxwellian spectra. Although 10 parameters
have been determined with high precision for each of the major fissile nu-
clei (***U, #*°U, #*%Pu, and 2*'Pu) (see Table I), some significant problems
have been noted by the IAEA group:

1. Scattering Cross Sections. There is a paucity of experimental
data on scattering in fissile materials. Since thermal-neutron scattering
is sensitive to the physical form of the target, there is also a complicated
sample-dependent variation among the available data. At best, errors of
£10% may be attributed to the uranium isotopes and *20% to the plutonium
isotopes examined.

2. Fission Cross Sections. Explicit fission cross sections have
always been more difficult to measure than total cross sections or some

fission-parameter ratios. Exaggerating this difficulty, though, is the
specific problem of determining the mass of fissile material used in the
measurement. Those measurements of Of(235U), which were dependent
upon isotopic ratios coupled with detection of alpha activities of the 23*U
component, are subject to an additional error due to serious disagreements
which now exist in the half-life of 2**U. In addition, the decay constants for
237 and 2*'Pu are unsettled.

TABLE I. Values for ZZOO-m/s Constants Recommended
(cross sections in barns, g-factors for 20.4°C) by IAEA*

ZS!U ZJSU 239pu Zilp“
0y 577.6 + 1.8 678.5+ 1.9 1012.9 + 4.1 1375.4 £ 8.6
of 530.6 1.9 580.2 + 1.8 741.6 3.1 1007.3 £ 7.2
a, 47.0 £0.9 98,3 1.1 271.3%2.6 368.1%7.8
a 0.0885 +0.0018 0.1694 * 0.0021 0.3659 £ 0.0039 0.3654 *0.0090
n 2.2844 +0.0063 2.0719 * 0.0060 2.1085 * 0.0066 2.149 £0.014
v 2.4866 + 0.0069 2.4229 * 0.0066 2.8799 *0.0090 2.934 £0.012
g2 0.9965 *+ 0.0013 0.9787 £0.0010 1.0752 £ 0.0030 1.0376 £ 0.0014
g 0.9950 + 0.0021 0.9766 *0.0016 1.0548 + 0.0030 1.0486 +0.0053
g 0.9985 +0.0017 0.9979 % 0.0018 0.9810 * 0.0027 1.0106 +0.0051
gbound 10.7+1.8 17,615 8.5%2.0 12.0 £2.6

Vy(2%2Cf) = 3.765 £0.012
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3. Neutron Yield, ¥. The most pervasive probler'n is. th.e continu-
ing inconsistency in measured values of the neutron yield 1.n fls.sm.n, v
Good direct measurements of the thermal yield for the major f1ss-11e 1pB
topes are nonexistent. There are, however, ratio measurems—:nts in v.zhu:h
the thermal values have been compared with each other or with the yield
from 22Cf. Thus V(?°Cf) takes a unique position as a standard for deter-

mining the thermal values.

Because the neutrons from 2°*Cf arise out of spontaneous fission,
it is easier to measure absolute values of its yield in the absence of re-
actor or accelerator neutron backgrounds or fluctuations. Yet, due to the
necessity of making difficult absolute measurements in either or both of
the fast-neutron and the fission-fragment occurrence rates, this parame-
ter has so far defied efforts to obtain universally consistent results. Con-
sequently, because the fission parameters 0z 7, @, and vV are redundant,
the thermal values of ¥V were drastically downweighted to the point of ex-
clusion from significant influence upon the final IAEA output.

In connection with the inconsistencies among experimental results
for v, there are noticeable deficiencies in fission-neutron spectra. Differ-
ences of 10-15% exist in determinations of the average energy of neutrons
coming from fission of the fissile materials and from 252Cf, which is once
again a convenient standard. Although the measurements of v are, for the
most part, not too sensitive to these uncertainties, such differences in
magnitude complicate analysis of reactor spectrum-averagedcross sections.

B. Values Recommended by IAEA

Table I reproduces the current values for the ZZOO—m/s fission con-
stants recommended by IAEA.* With the prominent exception of a (the
thermal capture-to-fission ratio), most of the differences with the original
survey?®?! are modest. A 2.4% reduction in the ?*°U value of a is suppressed
in terms of influence on the remaining parameters, because the change in
1+ ais only 0.33%. The apparent consistency of the two intensive studies
has been interpreted as support for the validity of the data output.

On the other hand, the inconsistency between the input values derived
from measurements of V(***Cf) with the output values deduced through the
least-squares fit is also a prominent feature of both studies. Thus an alter-
nate interpretation to draw is that the least-squares fit reveals a persistent
systematic discrepancy. Since the ¥ discrepancy is about 1%, this alternate
interpretation suggests that some of the fission parameters in Table I are
uncertain to the extent of 1%, even though their listed standard errors are
just a few tenths of a percent.

C. Discrepancies in v (**Cf)

. Some complications induced by discrepancies in measurements of
V(***Cf) have already been mentioned. The compl



serious than noted because this spontaneous fission isotope is the calibra-
tion standard for all other values of the neutron yield in thermal fission,
and the thermal values of V are the main reference points for the neutron
yields at higher neutron energies. Thus, any absolute error in the value of

(3%2Cf) carries over directly as an equivalent error in every value of the
neutron yield at any energy for all fissile parameters.

In addition; there are integral measurement techniques in reactor
physics which depend upon accurate knowledge of this quantity. The
reactivity-oscillation method of determination of an integral value of 0. for
a zero-power critical facility (see Bretscher and Redman®) magnifies six-
fold any neutron-yield inaccuracy for 2%Cf oscillated as a reference fission
source. The null-zone technique, another type of measurement with the
same objective, depends on V for 23517 and ?*9Pu to the same extent (see
et ol 57

Consequently, a detailed examination of the discrepancies that exist
in the the neutron yield in fission of 2°2Cf is justified by the wide-ranging
importance of this quantity.

Of specific interest in the following discussion is the observation
that there are essentially two separable sets of results, differing by 2-3%.
Some measurements, especially those of the large liquid-scintillator type,
give values close to 3.8 neutrons/fission; the other values tend to cluster
around 3.7 neutrons/ﬁssion. Since each of these has been reported with
standard errors in the range of 1% or better, it is immediately evident that
the data spread exceeds a normal distribution.

1. Review of ¥(**Cf) Experiments

A comprehensive review of the experiments has previously
been provided.“’ Only those experiments postdating that review will be
discussed in detail.

a. White and Axton. The preliminary value by White and
Axton’ has since been published as 3.796 £ 0.031 for the total yield. The
neutron- counting phase of this experiment is dependent upon the manganese
bath facility at the National Physical Laboratory, Teddington, U.K., and the
fission-fragment detection phase was conducted at the Atomic Weapons
Research Establishment, Aldermaston, U.K. A recent report by White,’
who carried out the fission counting, indicates that there is a 2% discrepancy
between the low-geometry counting done at Aldermaston and the fission-rate
evaluations done at Teddington. No reason was given for the difference.

If the fission-fragment rate determined at Aldermaston is
2% too low, then the reported value should have been 3.72 neutrons/hssmn
As a result, this measurement is equivocal. On the surface, it fits within
the "hlgh" group of values, in view of subsequent work by the experimenters,
B - —=== holano in the "low" grouping
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A new measurement by De Volpi and

b. De Volpi and Porges. :
TRt : orted experiment since 1967. They

Porges®®?? represents the only fully rep { 3
haveg Complete}Iy redone the fission-fragment emd6 neutror.'x-.rate cahb;ztlgns
of the two fission counters previously reported;Z in addition, they a e. a
third fission counter, which provided about 99% fission-fragmer}t detec.tlon
efficiency. Thus the new reports encompass and supersede their previous

results.

After anisotropy in neutron emission from fission fragments

is taken into account, the yields from the three fission counters are quite
consistent. Results from the fission counter with the highest efficiency :
dominate the final average. The fission rate from this counter was verified
through defined low- geometry fission-fragment counting.

The neutron-detection phase of the experiment was done
with the manganese bath, as before. Extensive independent investigations
were carried out to verify the accuracy of the neutron-detection systerzr;.
Among these investigations were concentration dependence on density,
high-energy parasitic capture in oxygen and sulfur, effective manganese-
to-hydrogen absorption ratio, neutron escape, source and cavity self-
absorption, and absolute detection of 5Mn activity.

A number of sources having a wide range of emission
spectra--Ra-Be(V,n), 2*Cf, Ra-Be(a,n), and Am-Be(a,n)--were studied to
unravel the energy-dependent nature of the correction factors.?® In addition,
two of the sources systematically studied were the international Ra-Be(a,n)
neutron standard NRC 200-1 and a United States standard Ra-Be(V,n),
NBS-II. Excellent agreement with other calibrations was obtained, although
discrepancies in some correction factors were noted.

The results of a limited international comparison in *Mn
activity are now available.?® Participants were able to count samples from
common stock with a root-mean-square error of 0.1% for all results com-
bined. The National Physical Laboratory (NPL) provided the samples.

Two additional reports substantiating correction factors for
and source and cavity absorption®® are published or ac-
cepted for publication. The results for the spontaneous fission spectrum of
252Cf are again bracketed by both more and less energetic neutron sources.

neutron escape31

As a result of these investigations, the Argonne neutron
assay is independent of unverified correction factors. In addition, the cali-
brations are corroborated through the international- standards comparison.
The neutron measurements for soft-spectrum sources appear to differ with
NPL by no more than 0.5%. This tends to provide an upper limit for the net
effect of possible systematic deficiencies. Fortunately the various contro-
versial correction factors in neutron escape, parasitic capture in sulfur

and oxygen, and source and cavity absorption reach an overall minimum
4 252
with “**Cf sources.
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The neutron yield thus reported by Argonne??--3.725 *
0.015 neutrons/fission (total yield)--has been developed from absolute and
verified procedures for both the neutron and fission rates.

c. Axton. At NPL, Axton is independently carrying out three
sets of experiments on V(Zsch). His results have not been published to date,
but his preliminary values for the first set were available for the new IAEA

survey,* and his fission-fragment detection technique has been reported by
Axton et al.?

For an initial sample containing 30% 2°Cf, Axton found a
total yield of 3.700 £ 0.020 neutrons/ﬁssion."Z He reports? that for a sam-
ple containing about 70% 252Cf, his result is about 3.73 neutrons/fission,
although the sample was too small for an accurate measurement. A larger
sample of californium is available, and a new experiment is in progress.

As previously mentioned, there are strong connections be-
tween the neutron-detection capabilities of the NPL and the ANL facilities.
However, there are significant differences in the fission-fragment detec-
tion method. Argonne uses an absolute neutron-fission coincidence tech-
nique, while NPL applies a model-dependent extrapolation method of
fragment-fragment coincidence.?® Although the NPL technique places the
extrapolation of fission-fragment detection efficiency to unity on a sturdier
basis than simple extrapolation of single-channel fission-fragment rates,
it continues to suffer from inherent limitations. Such a technique fails to
satisfy one of the fundamental conditions of absolute, source-independent,
coincidence calibration: namely, one detector uniformly sensitive to ra-
diation emanating from throughout the source. (Another condition, a sec-
ond detector with efficiency approaching 100%, is adequately satisfied.) As
a result of the limitation, the required extrapolation is directly equal to the
efficiency deficit.

d. Comparison of Results. A common denominator in all three
of these recent measurements is the manganese bath. Since particular efforts
have been made to compare sources, the neutron-assay phase may be con-
sidered to represent the most verified, hence least uncertain, aspect of the
neutron-yield measurements. Moreover, the same facility was used for the
neutron measurements of White and Axton’ and Axton (see Hanna et al.*)
just discussed. Since the preliminary neutron-yield values of Axton support
the 1970 measurements of De Volpi and Porges,?? their two independent
fission-rate determinations appear to be in satisfactory agreement. This,
then, is further reason to reevaluate the inconsistent fission-rate measure-
ments reported by White and Axton;’® meantime, their reported value of
3.796 neutrons/ﬁssion must be do_wnweighted.

Table II summarizes the more precise results obtained for
Vt(ZSZCf), as tabulated and adjusted by Hanna et al.** The final ANL value
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has replaced the preliminary result. Aside from the questionable datum
of White and Axton,”” measurements based primarily on the manganese;9
bath or having secondary calibrations by this method (e.g., Moat e_'t'él.

and Colvin et al.’*) cluster together between 3.70 and 3.73. In add?t1on, the
entirely ind:pendent measurement of Colvin and Sowerby13 is within that
low range. On the other hand, the two liquid-scintillator results are
markedly high.

TABLE II. Neutron Yield per Fission (v4) for **Cf

Reevaluated
Authors Lab Year Reassessed Value? Adopted Mean? Value
Liquid Scintillator
3
Asplund-Nilsson et al.* FOA 1963 3.830 % 0.037} 30807 % 0.024 :;:z :3'831
Hopkins and Diven** LAS 1963 3.793 £0.031 0t
Boron Pile Calibrated with d(y,n)p
Colvin and Sowerby!? HAR 1965 3.713+0.015 3.713 £ 0.024 3.713 £0.015
Dependent on NPL Manganese Bath
Moat et al.*’ ALD 1961 3.727 £ 0.056 3.727 £0.056
Colvin et al.'* HAR 1966 3.700 +0.031 3.700 *+0.031
. 2 3.713 £ 0.024 "
White and Axton’® ALD 1968 3.796 £ 0.031 3.796 £ 0.031
Axton et al.’ NPL 1969 3.700 + 0.020 3.700 £ 0.030
ANL Manganese Bath
DeVolpi and Porges2® ANL 1969 3.725 £0.017 3.725 % 0.024 3.725 £ 0.015

Weighted mean: 3.740 £ 0.016
Fitted value: 3.765 £0.010

Reevaluated weighted mean:® 3.731 £0.008

2JAEA assessment.
bWeighted mean without clustering.

The IAEA weighted average of all data is 3.740 * 0.016

(revised by Hanna®}). The fitted value was that which Hanna et al.* de-
rived from the least-squares procedure, as compiled in Table I.

2. Least-squares Fit

The IAEA team* subjected all available data on the major
fissionable isotopes to a least-squares fit (LSF), the outcome of which is
shown in Table II. In combination with the other data, the LSF generates
a value of 3.765 £ 0.010 for the total yield of *2Cf. More important to ob-
serve is that if all neutron-yield values were omitted from the input--
which effectively removes the redundancy in the set of parameters--then
the fissile isotopes combine to suggest the value v¢(2%Cf) = 3.784 +0.014.
This is the value for the neutron yield of 2*2Cf deduced strictly from the
cross sections, from 7, from o values of the fissile nuclides, and from
the ratios of v for the fissile nuclides to that of 22Cf--by omitting all
absolute measurements of v for E2CE,



Tables III and IV list the V ratios used by Hanna et al. ie
TABLE 1Il. Neutron Yield per Fission () for Ratios to v(252Cf)
Delayed neutrons included. The second error is due to the uncertainties of fission-neutron spectra.
Imzplieda
Authors Lab Year 233ype52cf 235y/252¢f 239pufesect v(23%py)
Kenward et al.® HAR 1958 0.6458 + 0.0064 + 0
Meadows and Whalen® ANL 1961 0.6445 + 0.0114 £ 0.0072
Hopkins and Diven LAS 1963  0.6543 + 0.0079 + 0.002  0.6437 + 0.0064 + 0.0012  0.749 + 0.0090 + 0.0014 2.797
Mather et al.42 ALD 1964  0.6679 + 0.0082 + 0.0025  0.6380 + 0.0032 + 0.0024  0.7739 + 0.0090 + 0.0029 2.887
Colvin and Sowerby!3 HAR 1965 0.6423 + 0.0029 + 0
Condé42 FOA 1965 0.6425 + 0.0056 + 0.0026
Fultz et al. % LRL 1966 0.6722 + 0.0106 + 0 0.6456 + 0.0212 + 0
Boldeman and Dalton®  AUA 1966 0.6407 + 0.0013 + 0.0024
DeVolpi and Porges ANL 1969 0.6445 + 0.0100 + 0
Weighted mean: 0.6635 + 0.0052 0.6417 + 0.0018 0.7618 + 0.0067 280
Fitted values:  0.6604 + 0.0018 0.6435 £ 0.0015 0.7648 + 0.0022 2.853

Based on V252CH) = 3,731 + 0,008,

TABLE IV. Neutron Yield per Fission (v) for Ratios between 233y, 235U, and 23%py

Delayed neutrons included.

Implied?

Authors lab  Year 233u235y 239pufe3y 239puR35y v(239pu)
Sanders® HAR 1955 1.006 + 0.020 1.179 + 0.040 2.830
De Saussure and Silver® ORL 1958 1.004 + 0.012 1173 + 0.029 2.816
Colvin and Sowerby 3 HAR 1965 1.020 + 0.006 1,182 + 0.008 2.838
Boldeman and Dalton’ AUA 1966 1.0281 + 0.0033 1.1633 £ 0.0039 1.1960 + 0.0044 2.871
Weighted mean: 1.0246 + 0.0028 1.1633 + 0.0039 1.1922 + 0.0038 2.862
Fitted value: 1.0263 + 0.0019 1.1582 + 0.0025 1.1886 + 0.0025 2.854

3Based on v(252C1) = 3.731 and v(235U) = 2.400.

3. The Dilemma

A marked dilemma is posed by the Vt(ZSZCf) differences exist-

ing among:

C.

d.

The LSF outcome of 3.784 *0.014, independent of absolute

measurements.

The outcome of 3.765 £ 0.010 with no measurements

excluded.

The liquid- scintillator input values around 3.8.

The manganese-bath and boron-pile input values near 3.7.

That the dilemma is becoming more formidable is justifiably
concluded by noting that the most recent measurements of v(?52Cf) are
close to 3.7 neutrons/fission. Yet the benefit of alertness to the difficul-
ties of such absolute measurements was available, and each experiment
represented the outcome of measurements upon several different samples
of californium. On the other hand, data from **U and the other fissile

isotopes, also measure

2-3% higher.

d absolutely, imply that v(2°2Cf) should be about

17



Section E below offers a hypothesis that reconciles these

discrepancies.

D. Weighting of Input Data

Some understanding of the weighting procedure in the least-squares-
fit of Hanna et al.** is useful for further discussion.

"The underlying basis of the least-squares procedure used in
the present study is that the errors involved in the various measure-
ments are of a random nature and are not correlated or systematic.
It is also of fundamental importance to try to assess all errors on a
uniform basis... . The 'weight' of any value in the least-squares-fit
is proportional to the inverse weight of its error, so that careful
review is considered essential.”

These were the general criteria used in the first study sponsored by the
IAEA."!

As a result, each experimental input was examined in detail for its
adequacy and uniformity of correction and for its completeness in terms of
reporting. From this information, it was sometimes necessary to adjust
results to a common basis, to apply retrospective corrections, or to down-
weight because of inadequate documentation or because of other judgments.

The same general criteria were applied in the second IAEA study™*
with further attention to uncertainties in neutron spectra.

In practice, for the least-squares fit, the dominant weights are given
to absorption cross sections, to 7) and & values, to fission cross sections,
and finally to ¥ values. It is the 7) values that essentially determine the
neutron-yield outcome because of their relative significance in the weight-
ing procedure. This importance arises because such experiments in meas-
uring neutrons per absorption are considered relative neutron measurements
(a ratio of fission neutrons issued to thermal neutrons absorbed), and rather
small errors are assigned by the experimenters--around 1%. In contrast,
the v experiments require absolute measurements, although their reported
errors have also typically been about 1%.

Thus the neutron yields recommended by the IAEA are dominated
by the 7) measurements through the combined effects of relatively high
weights to 7 and @ input and reduced weight to v.

E. Resolution of Dilemma

The statement regarding the underlying basis of the least-squares
procedure quoted in Section D above acknowledges that the errors involved



in the various measurements must not be of a correlated or systematic
nature. It is my hypothesis that there is indeed a systematic error pat-

tern in the least-squares fit. To reconcile the dilemma posed by the di-
verse measurements, I propose that:

The low values (~3.72) for v¢(***Cf) are valid.
The M average should be lowered by 3/4%.
c. The V values for the fissile isotopes should be about 1% lower.
d. The fission cross sections should be over 1% higher.
The remaining discussion in this section develops the evidence for
this reconciliation, which essentially preserves the product vog for 2onae
a constant. This would tend to explain why such substantial discrepancies

in ¥ and Of¢ could go undetected in view of the large amount of criticality
data available from reactors fueled with 23°U.

1. Manganese-bath Revisions for 7

There are just three absolute measurements of 7(>*°U). These
are listed in Table V. The experiments by Macklin et al.” and by
Smith et a._l.63 are based on the manganese bath for neutron detection. That
of Gwin and Magnuson*! is independent of the bath.

TABLE V. Neutron Yield per Absorption (n), Absolute Values

Original Input Suggested Revisions
Authors lab  Year 233y 235 239py 233y 235 239%py
Macklin et al.>2 ORL 1960  2.288 + 0.013 2.076 + 0.013 2.268 2.058¢
Macklin et al.% ORL 1962 2.118 £ 0.019 2.100
Gwin and Magnuson4l  ORL 1962 22735 + 0.0185%  2.076 + 0.0211% 22135  2.076
Smith et al.b: MTR 1966 2298 + 0.0122 2.019 £ 0.0157 2.108 + 0.0104 2.289 2019 2,100

Weighted mean: 2.2896 + 0.0080° 2.0770 + 0.00910 2.1103 + 0.0091 2218 2.067 2.100
Fitted value: 2.2844 + 0.0056 2.0720 + 0.0053 2.1085 + 0.00585

Vidal et a9 CEN 1970 2240 % 0.012 2.072 + 0.006

Magnuson®3 ORL 1970 2283 %0015 2.106
2.9

3g-dependent data, errors excluding g-errors.
DMean value composed of g-dependent data.
Effect upon Reported Value of n

e Absorption Neutron Escape Parasitic Capture
c -0.7% +0.3% -0.
d -0.2% +0.3% -0.5%

Recent measurements with manganese baths at Argonne and
NPL! indicate that three of the correction factors applied for the two
manganese-bath measurements should be revised. The corrections are
for neutron escape from the tank, for parasitic capture in sulfur and
oxygen, and for resonance absorption in manganese. The first two
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corrections are each of the order of a few-tenths of a percent, and they
tend to cancel each other. Thus the dominating effect is that of resonance

manganese capture.

Direct measurements of leakage have been made®’ using 2% er
as a source, whereas the original corrections were based on Monte Carlo
calculations not substantiated by direct experiment. The sulfur/oxygen
effect has been derived by De Volpi and Porges,28 also by direct experi-
ment with 2%2Cf. There are experiments and calculations that disagree and
others that agree with these numbers; fortunately, the effects approximately
cancel each other, as mentioned.

The resonance absorption correction is by Axton and Ryves,?
and it differs only slightly from an earlier work by Axton, Crossz,0 and
Robertson! and somewhat more from data by De Juren and Chin.

To be consistent with existing practice, it is necessary to
append these three corrections of the manganese bath, resulting in the
numbers listed for 2**U in Table V under "Suggested Revisions." Compa-
rable percentage changes should be made to the other fissile isotopes.

The resulting revised weighted mean is 1% less than the pre-
vious experimental average, 1/4% below the fitted value, whereas previ-

ously it was 1/4% above the fitted value.

2. The Most Probable Value for v(***Cs)

Given the diversity of numbers reported by experimenters, as
discussed in Section III.C and displayed in Table II, can a best value for
v(%%2Cf) be selected on the basis of a critical examination? The answer
can be "yes," if the following factors are given sufficient weight:

a. That the low values are valid, since those experiments
with the greatest degree of verification agree in this regard.

b. That there is a systematic discrepancy in the large liquid-
scintillator measurements.

c. That the experiment of White and Axton’ contains an error
in fission assay.

d. That various integral measurements tend to support the
lower values.

a. Verified Values. In Table II, those measurements subjected
to extensive verification procedures have not b

: een accorded proportionately
high weights.

Unable to resolve the conflicting data, the IAEA team® allot-
ted equal weights to four categories of measurements, as reflected under
"Adopted Mean." Yet several of these measurements have undergone sub-
stantial supplementary effort not credited in the downweichting nrocess.
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The liquid- scintillator measurements have not been the
sub]ec1t7 C;E any follow-up studies reported in the literature, although
Condé& "™ has continued to investigate some systematic effects.

The boron pile, on the other hand, was examined in detail
for systematic response (see Colvin et al.'*) up to the time it was dis-
mantled. The results of a series of calibrations using standard neutron
sources are listed in Table II under "Dependent on NPL Manganese Bath."

The neutron-detection phase of the measurements by
Axton has been the beneficiary of numerous cross-checks with worldwide
neutron standards. The ¥(***Cf) measurement done by White and Axton’?
should be downweighted because of internal discrepancies in fission-
fragment detection, noted in Section III.C. In addition, the ¥ values de-
rived strictly at NPL have not been fully documented and require a fission-
detection extrapolation procedure so far unverified in published work. Asa
result, the adopted weight of 0.75% may be reasonable.

The measurement of De Volpi and Porges, as described in
Section III.C, has been carried out with absolute measurements, by inde-
pendent methods, each verified for both the fission?’ and neutron®® deter-
minations. Special supplementary investigations were made specifically
for 2°*Cf fission-neutron effects. Moreover, extensive corroboration was
obtained through comparisons with international neutron source standards.

Except for the two most recent measurements, all the
14(2%2Cf) determinations involve single samples. De Volpi and Porges
made use of three samples of differing origin during a period of two years,
each sample being calibrated under somewhat varied conditions. Axton
also has had recourse to three samples, the results of the first one being
released in the preliminary account.*

Having a multiplicity of californium samples provides a
basis for tests on internal consistency and on systematic sample-related
effects. This is particularly helpful for the fission-fragment calibration
phase.

Comparing the "Reassessed Value" error with the "Adopted
Mean" error in Table II shows that the JAEA-attributed error does not re-
flect the magnitude of verification effort associated with the experiments
mentioned above. The errors associated with the liquid- scintillator results
are each about 1%; yet the combined error is taken to be 0.65%.

The boron-pile measurements were downweighted from 0.4
to 0.65%. The manganese-bath measurements of De Volpi and Porges, re-
ported by the authors at 0.4%, were also downweighted to 0.65%.
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e error reassessments has been to

artificially produce a weighted mean of 3.740 £ 0.016. A weighted‘mean of
all "reassessed values" (restoring the error of 0.015 for De Volpi and.
Porges) yields v(3®2Cf) = 3.731 £ 0.008, even without further deemphasis of

the White and Axton measurement.

The net effect of thes

This relatively low value arises only on the basis of the
experimenter's assessed error. It does not take into further account
either the relative degree of verification, the sample multiplicity, nor the
fact that the three most recent measurements have a weighted mean of
3.715 £0.009.

In view of the relatively high degree of consistency among
vt(235U/vt(252Cf) ratios (see Table III), the anticipated value of Vt(“SU) would
be 086417 =% 3.731 = 2.394 neutrons/ﬁssion. The only direct experiment
for v¢(**°U) not otherwise included as a ratio is a measurement by Kenward
et al.*® reassessed by Hanna sga_l.“ to be 2.398 £0.033.

b. Possible Systematic Discrepancy for Large Liquid-
scintillator Measurements. In view of the tendency for the most recent and
the most verified values of ¥(2%2Cf) to be about 2-3% less than those derived
through the use of the large liquid- scintillator systems, it is logical that
more attention is now being paid to a search for errors in this area.

Two effects have recently been studied: delayed gamma
rays, and a gamma-multiplicity-related neutron-efficiency dependence.
Both of these, if not fully taken into account in the original work, would re-
duce the reported value by a retrospective correction.

Studies by Walton and Sund’® give a measure of isomeric
transitions that could lead to gamma rays during the gate times used for
neutron slowing-down. For ?*Pu and 235y, the possible errors in vV, range
from 0.8 and 0.6% down to zero, depending on the bias level chosen for the
gamma-ray detection. Although these numbers imply that Vp ratio measure-
ments against a 2°2Cf standard are likely to be unaffected, it is possible that
for the absolute measurement of 2°2Cf, such an effect could produce a uni-
form overcount in the neutron channel. Data for delayed gammas from S EE
are presently insufficient, although all calculations suggest a negligible
influence.

The most recently uncovered possibility for bias in liquid-
scintillator results has arisen from some methodical studies by Soleilhac
and colleagues.®® Their examination of the behavior of system response as
a function of gamma-ray detection efficiency indicates that as much as a
1.5% correction should be made in neutron efficiency to take into account
gamma-ray multiplicity effects in their large liquid scintillator. It is not
possible to apply these tests to the other liquid- scintillator systems under
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original conditions; however, Condé'® can reproduce an effect of magnitude
0.6%, while Mather® sees a much smaller influence. Since Hopkins and
Diven** use a system with high gamma and neutron efficiency (89%), their re-
sults are less likely to be sensitive to such a discrepancy. On the other
hand, the effect may be geometry and bias dependent, which necessitates
specific investigation in each system under the reported measurement
conditions.

Until there is further evaluation of both of these effects,
there is little hope of resolving the difficulties presently thrust upon the
liquid- scintillation data. In any event, these are two plausible sources of
systematic deviation, which combined could be responsible for two inaccu-
rate values of V(®**Cf).

c. Integral Experiments. A third aspect that tends to support
relatively low values of “>*Cf is some indirect results from integral experi-
ments in lower-power reactors. One current technique for measurements
of integral values for the capture-to-fission ratio & averaged over a reactor
core is to oscillate a sample of “*Cf as a representative insertion of fission
neutrons. The number of neutrons per fission is a parameter of the experi-
ment. Experiments on French reactors (Barré®) tend to produce better
agreement with differential data when a low 2°2Cf value is applied in the
calculations. A similar conclusion may be drawn from U.S. experiments
(Bretscher et a_1.9), Both of these experiments magnify the effect of the
neutron-yield dependence, so that the difference between the high and low
values (3.7 to 3.8) would be reflected by 15% effects on Q.

There are also reported to be some integral experiments
(Casini!!) which concur with lower values for the neutron yield in the fissile
isotopes. Since the ratios of the neutron yields for fissile isotopes versus
252Gf are not, for the most part, subject to such a large uncertainty, the
lower values in the fissile isotopes imply a lower value for 2 and
conversely.

3 Of(zssU)

If the neutron yield for 25%2Cf is as low as the preceding analysis
indicates, then v(?**U) would have to be reduced significantly below the value
of 2.423 given in Table II. This is independent of the 1/2% reduction in
n(%*°u) previously considered. Without some readjustment of the remaining
fissile parameters, an incompatibility with reactor criticality experience
would arise. There is, however, an escape from the criticality constraint:
It is primarily the product vo; = no, that must be conserved. Thus a re-
duction in ¥ must be tested against an equivalent increase in 0g.

In this section we evaluate fission cross-section data, particu-
larly to see if there is fully independent evidence to support a corresponding

increase in the accepted O average.
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g an explicit study of the cross-section measure-
f 233U and #**U half-lives.

Before makin
ments, let us inspect the status o

2.  Effect of 23U and 23U Half-life Revisions. The isotopes
2337y and 23*U play an important role in certain aspects of fission cross-
section measurements. For highly enriched 235y it is sometimes usefl:xl to
spike a solution with ?**U for the purposes of quantitative analysis (Keith
et al.*"); otherwise, the 23*U content can be used as an indication of total
uranium content when the isotopic analysis is well known (Deruytter and
Becker??). Tables VI and VII contain a tabulation of measured half-lives

TABLE VI. Half-life of 23*U

Half-life, 10° yr Author (Year); Comments
1.63 =2 Linenberger* (1945)
1.62 0,01 Hyde* (1946)
1.615 +0.004 Sellers et al.*? (1953)
1.603 £ 0.008 Bigham et al.® (1958)
1.626 = 0.008 Dokuchaev and Osipov* (1959)
1.615 % 0.009 Popplewell* (1961); see Keith*® below
1.6210 +0.0032 Ihle et al.*® (1967)
1.540 + 0.003 Oetting® (1967)
1.554 Same, when corrected for ?**U daughters
1.553 £ 0.010 Keith*® (1968); Popplewell* and this work used
the same calibrated low-geometry counters.
1.588 +0.007 Durham® (1969); preliminary value

TABLE VII. Half-life of 2**U

Half-life, 10° yr Author (year); Comments
269" £ 02T Nier* (1939)
2r29 = 0014 Ch : 42
2.35 +0.14 amberlain et al.** (1946)
2.69 +0.04 Goldin et al.** (1949)
2.520 +0.0082 Kienberger®® (1949/1952)
2.475*0.016 Fleming et al.* (1952)
2.519 +0.025 Bigham et al.® (1958); calculated from

the data on "enriched uranium"

2.47 *0.03 White et al.* (1965)

{2.444 +0.005 De Bievre et al.!? (1970)
2.439 £0.014 Meadows®® (1970)

a :
Error should be increased to at least 0.033 on basis of experi-
menter's judgment of accuracy of measurement.
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compiled by Hanna et al.,* with some preliminary values confirmed and a
new measurement by Meadows®® added. As indicated by the braces, there
have been major decreases in the measured values of the 2**U and ?3*U
half-lives within recent years. Table VIII summarizes the half-lives
adopted by Hanna et al.,* plus two selected values of highest precision.

TABLE VIII. Adopted Half-life Values

Nuclide Half-life, yr Percent Accuracy Selected Values
2231y 1.593 x 10° +1.5 1.554 £0.003 x 105%
2347 2.488 x 10° +0.64 2.444 +0.005 x 10°°
i 7.10 x 108 *1.5
239py 2.438 x 10* +0.2
i 14.5 £3

Specific activity

t 1 £
Natural uranium 1504.6 dpm/mg £0.5

2Weighted mean of Oetting®® (1967) and Keith*® (1968) measurements in Table VI.
bWeighted mean of three most recent published measurements in Table VIL

Selection of the half-lives for 2**U and ?**U, rather than
straightforward development of the weighted mean, is a departure from
normal practice which requires justification. A weighted mean is valid
when there is no improper error assignment or when there is no suspicion
of systematic error. For 2337, the case for a possible systematic error is
barely defensible in view of the liquid- scintillation determination of speci-
fic activity by Ihle et al.*® However, the usually reliable calorimetric
method of Oetting®® suggests a fundamental discrepancy. Of the three most
recent entries, Keith*® has confirmed the lower value of Oetting,60 and
Durham's measurement was given by Hanna et _1.42 as a private communi-
cation without documentation. As a result, the "selected value" of 1.554 £
0.003 x 10° years for the half-life of 233U must be recorded as a premise
to be tested by its rectifying action upon otherwise diverse data. The most
arbitrary feature of the "selected value" is the error assignment, coming
directly from Oetting's work.®® The JAEA* assigns a 1.5% error
"compromise," which better reflects the uncertainty in the specific disin-
tegration rate for 2335

In the case of 2*U (which here is of far greater importance
than 233U), the selection task is founded on an improved basis. There is a
large spread in the values before 1965. The three measurements since
then are in rather good agreement. Of major significance is the high de-
gree of technique variation, reproducibility (with specified limitations),
and thoroughness that can be attached to the work at CBNM (De Bierre
et al.’%). Thus, the "selected value" is dominated by this well-qualified
accurate measurement, although the selection arises from a weighted mean
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of the three most recent values. One should observe that the v‘ane other
measurement (Kienberger?”*°) with a small error (0.32%) is listed only
with Kienberger precision. Kienberger also mentions an aopmmERg of at
least 1%, which is consistent with the limitations of the 2-pi counting
technique.

Deruytter et al.?? reported a preliminary measurement of
Of(“SU) at the 1968 Washington Cross Section and Technology conference.
To illustrate the effect of the difference between the "adopted" and the
"selected" values, the calculated change in this cross section is from
576.8 to 587.3 b, corresponding to 2°*U half-lives of 2.488 x 10° and 2.444 x
10° years.

b. Measurements of OfL(Z!sU). Table IX contains a full listing
of the fission cross-section measurements of the three main fissile iso-
topes, taken from Hanna et al.* with a column added containing "revised
values" based on the "selected values" of Table VIII for the 2>*U and %**U
decay constants.

TABLE IX. Fission Cross Sections (barns)

235 Revised 233U Revised

Authors Lab Year 233y 235y 239py Value Value

Popovic and Grimeland% KL 1953 589.7 + 1358 589.7
Popovic and Saeland® KJL 1955 536.3 + 18.82 585.8 536.3
Raffled2 HAR 1955  507.5 + 218 5858 + 22.3 702.1 + 239 589 % 11 507.5
Friesen et al.36 HAN 1956 557.0 + 14
Bigham et al.6 CRC 1958 523.51 £ 6,858 742.81 + 535 540.0
Saplakoglu62 ANL 1958 602.6 + 10.3 602.6
Deruytter2l MOL 1961 59.0 +8 590.0
Maslin et a] 54 ALD 1965 5720 17 572.0
Keith et al.% ALD 1968  538.67 t 6.3% 583.77 + 1L1€ 7419 + 6.7 583.8 538.7
Deruytter et al.22 GEL 1968 57170 £ 1.6 587.9 + 3.4

Additional error for discrepant input data: +1.73

Weighted mean: 530.95 + 4,42 58158 + 3,870 741.26 + 4.13

Fitted values: 530.6 + 1.65 580.2 + 16 7416 + 2.8
Fraysse and Prosdocimi®®>  CEA 1965 596.5 + 10
Deruytter and Becker23 GEL 1970 M5 37

Revised weighted mean: w5 t28 587.4 £ 2.5 539.3 £ 4.6

ag-dependent data, errors excluding g-errors.
'Mean value composed of g-dependent and independent data.

The measurement by Friesen et a_1_1.36 is so sparsely docu-
mented that I have excluded it from the list of "revised values"; also it is
nearly three standard deviations from the weighted mean.

The value of Deruytter and Becker?? has a dominant
weight because of the small error based on their own estimate. Neverthe-

less, the weighted mean of the "revised values" excluding their measure-
ment is still 586.8 + 3.6 b.



In the report by Hanna et al.,* the error given by Deruytter
and Becker?? initially was expanded by +/Z because the work had then been
reported only in preliminary form. Inasmuch as final results were given at
the Helsinki Conference on Nuclear Data, the original estimate by Deruytter
and Becker can be retained. The work by Deruytter and Becker?? is partic-
ularly noteworthy because of their extensive effort on sample preparation,
analysis of sample weights, use of redundant targets, and application of low-
geometry counting. Also of great importance is that the measurement was
performed on a slow chopper through the energy range of 0.005 to 0.1 eV.
Precision low-geometry alpha counting is considered a significant improve-
ment over 277 and 47 counting. The measurement by Deruytter and Becker??
was based on a '°B normalization, whereas an earlier and consistent result
of Deruytter?! referred to the gold cross-section standard. This earlier
value is independent of alpha disintegration constants.

Also incorporated is the datum by Fraysse and Prosdocimi,?®
omitted by Hanna et :-1_1.‘*z because of a possible systematic error in the in-
terpretation of the boron counting data. Adjustment for the 2**U half-life
raises the reported value of Fraysse and Prosdocimi to 596.5 b.

The intermediate result by Keith et al.*” is based on the
lower 233U half-life, directly measured by Keith.*® Because the cross sec-
tions were determined in a thermal-reactor flux, they cannot be given as
high a weight as the monochromatic measurements. The capture cross
section of °Co was used for a standard.

Examination of the "revised values" demonstrates a high
degree of uniformity in the range of 587 b.

Of the recent measurements, only that of Maslin et al. Ee
continues to be low; it is also among those that are independent of alpha
counting for sample assay. On the other hand, the technique applied is
similar to that originated by Saplakoglu,(’z which yields a significantly high
value. Experience indicates (see De Volpi and Porgeszs) that difficulty can
occur in obtaining uniform beam conditions to justify some of the assump-
tions required for the method. As a result of the magnification in fission
rate produced by the booster, it appears possible to underestimate the sys-
tematic errors involved in the technique.

In any event, the error assigned to the measurement by
Maslin et 31.54 seems unduly small for a precision experiment since the
rms deviation for the 45 and 90° data averaged together with equal weights
is £23 b, in contrast to their weighted error of 6 b.

If one accepts the lower 2**U half-life, then the weighted
mean for the 2200-m/s fission cross section of ?**U becomes 587.4 £ 2.5 b.
Since the evidence for the reduced half-life is rather strong, any procedure
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not taking this into consideration on a uniform basis can lead to a 'system-
atic bias. The 13% difference between this revised mean and the fitted
values of Hanna et al.”? as repeated in Table IX, may reflect such a
deficiency.

4. a(*’*U) and 0,(**°U)

Although there are large disagreements outside of quoted
errors among the measured capture-to-fission ratios (see Table )52; the
net influence within the least- squares fit is not too significant for “°U (and
2331J) because of the relatively small value of . The measurement of
Lounsbury et al.”! has a weight equal to the combined weight of all other
g2y experiments, and their o ratios for 233y and #*?Pu strongly dominate
the weighted mean. Of all the 23U fissile parameters, the 2.4% reduction
in weighted mean for a from the 1965 value’ is the largest revision.

TABLE X. Capture-to-Fission Cross-section Ratios (a)

Authors Lab Year 233y 25y 23%y

Inghram et al.42 ANL 1955 0,0943 + 0.00292

Cornish4 HAR 1960 0.187 + 0.0140

Okazaki et al. 4 CRC 1964 0.094 + 0.00112 0.1687 + 0.0015

Cabelld2™ HAR 1966 0.0867 + 0.0020% 0.1678 + 0.00267 0.3504 + 0,01402
Durham et al.33 CRC 1967 0.1727 + 0.0015 03572 + 00059
Capell2 ~ HAR 1968 0.3735 + 0.01802
Lisman and Rider42 MTR 1968 0.0939 + 0.00202 0.1693 + 0.0015%

Conway® BET 1968 0.0845 + 0.00423 0.1660 + 0.00722

Lounsbury et al. % CRC 1969 0.089 + 0.00042 0.1702 + 0.00072 03601 + 000213

Weighted mean: 0.09001 + 0.00036° 0.17011 + 0.00053 0.35975 £ 0.001952
Fitted values: ~ 0.0885 + 0.0016 0.1694 + 0.0019 0.3659 + 0.0035

Weighted mean excluding

Durham et al.33 (1967)

and Lounsbury et al.4 (1969) 0.1688 + 0.0010
Average of all except

Cornish4 (1960) measurement;

with rms error 0.1691 + 0.0021

ag-aepenrlent data, errors excluding g-errors.

As a result of deemphasis in the direct v input data, the out-
put value of v in the JIAEA fitting process is determined chiefly from the
relationship v = n(l+a). Then a 2.4% reduction in @ is diminished by
the term a/(1 +a) to have an effect of 0.35% on V. On the other hand,
there are other input data for the absorption cross section, so that the o
input has a small influence on 0, but a major role in estimating 0. because
of the lack of direct capture cross-section experiments.

A value of a(***U) = 0.17011 + 0.00053 implies, by itself,
Oa(235U) = 687.3 2.7 b, based on the higher component for fission deter-
mined in Section 3 above. This compares with the experimental weighted
mean of 679.46 £2.54 b found by Hanna et al.,** which closely agrees with
the values used in 1965.2%7! There have been no new measurements of
the absorption cross section since the 1965 study.



Using the fitted value of Hanna et al.® for a(?**U) = 0.1694,

one obtains 0,(*3°U) = 686.9+2.7 b.

5. 04(*°U) and op(?*°U)

One of the most reliable measurements that can be made in
nuclear physics is that of the total cross section.?® From such determi-

nations, the absorption cross section is obtained by subtracting the

scattered fraction. Herein lies another difficulty. Having deduced a total
cross section that is 7.8 b higher than previously accepted and being con-
fined by intrinsically reliable measurements of the total cross section, I
reexamined the reported values of the scattering cross section.

To Table XI, taken from Hanna et al.,* I have added a column
indicating the values of scattering cross section subtracted to produce the
absorption result. Table XII lists the measured scattering cross sections

given by Hanna et al.

TABLE XI. Total and Absorption Cross Sections for 23U (barns)

Authors Lab Year Authors' oy Reassessed oy Sample 9, O Subtracted
qulstaﬂ“ HAR 1957 724 £ 15 724 £ 26 Metal 6 708.25 + 26.4 157
Melkonian et al.42 coL 1953 691 £ 5 694 + 14 Rolled metal 678.7 + 14.6 153
Palevsky et a_|_42 BNL 1954 700 £ 5 700 + 10 Metal 684.25 + 11.1 157
Nikitin et al 42 ITE 1955 710 + 20 Accepted Unknown, 692.0 +21.2 18.0

not liquid
Simpson et al.% MIR 1959 690 £ 10 690.0 £ 9.6 Metal 67425 + 122 15.7
Safford et al 1 co 1959 694.97 £ 181 696.0 + 2.5 Liquid 6190 +25 17.0
698.68 + 4.81 698.68 + 5.1 Rolled metal 683.38 + 6.65 153
Block et a_l.dz ORL 1960 693 £ 5 Accepted Rolled metal 677.7 + 6.58 153
Saplakoglud2 ANL 1961 6942 £ 1.5 696.0 £ 2.5 Rolled metal 680.7 + 4.95 153
Gerasimov_and KUR 1962 670 + 8 (05) 670.0 £ 10.0 (05) 670.0 + 10.0
Zenkevich3?
Common partial error for bound-atom scattering: £1.7
Weighted mean: 679.46 + 2.54
Fitted value: 6785 + 1.7
TABLE XII. Scattering Cross Sections (barns)
233 235 29py 241py
Potential Scattering: 12.0 + 2.0 /5 102 + 11 120 £ 2.2
Sample
Liquid (bound atom) 116 23 170 £ 17 8.6 t21 120 £ 2.6
Powdered or sintered metal 11.6 £ 34 170 38 86 27 120 + 35
(£2.51) (£3.40) (£1.70) (£2.35)
Rolled metal 105 + 38 153 +46 7.7 £30 10.8 + 4.0
(£3.03) (£4.28) (£2.14) (£3.04)
Metal, not specified 1085 + 4.15 15.75 + 5.05 80 33
(£3.45) (£4.76) (£2.55)
Oxide 146 £ 55 200 £53 16 +54 150 £ 56
(£5.0) (£5.0) (£5.0) (£5.0)
Unknown, not liquid 134 +67 180 +7.3 1085 £ 6.15
(£6.29) 7.1 (£5.78)
Rolled metal® 143 £05

ygk: Values in parentheses are partial errors due to the crystal structure.
Ceulemans and Poortmans.
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Ceulemansand Poortmans'? have made the first measurement

of the (rolled-metal) scattering cross section at 0.0253 eV, whex:eas pre-
vious ciata tabulated in Table XI represented, at best, extrapolations from
0.27 eV. The new measurement of 14.3+0.5b is 1 b less than that used

for rolled-metal foils in Table XI. Accordingly, an absorption cross s?ction
about 1 b greater than the IAEA value would appear to be reasonable, since

metal foils predominate in the transmission measurements.

In looking over the list of absorption cross-section results, one
finds that the liquid- sample work of Safford et a_1.61 is strongly weighted in
comparison with all other measurements. A simple unweighted average o4f
the absorption values is 681.3 b, omitting the outlying values of Egelstaff®
and Gerasimov and Zenkevich? and treating the liquid and rolled-metal data
of Safford et al. as independent measurements. Uniformly replacing a 1-b
scattering cross section would bring this average up to 682.3 b.

6. Discordant Evidence

As indicated in examining total cross-section limitations, the
evidence does not conclusively support a 119 increased fission cross sec-
tion. It becomes necessary to invoke additional hypotheses so that some
combination of the following could apply:

a. a(**°U) should be lower than the present indicated average.
This could account for as much as 2 or 3 b in 0f.

b. The scattering cross section is even smaller than measured
by Ceulemans and Poortmans.'? Perhaps 1 b could be obtained from this
stipulation.

c. Errors in the measured transmission cross sections and
the deduced absorption cross sections allow about 2.5 b for a single stand-
ard deviation.

Thus there are no exclusive arguments to account for an addi-
tional 6-7 b needed to sustain a consistent theory; instead, from the ob-
served data, one must resort to statistical inference which permits a
reasonably high probability of overlap with the higher fission cross section
previously derived. The error estimates, to any reliable degree, do not
exclude the theory that revision of the #3°U fission cross section is
warranted.

7. 0¢(**Pu)

Potentially, a further difficulty exists in terms of some of the
23"Pu./a'r’U fission ratios. The numbers compiled by Hanna et al.*? are re-
produced in Table XIII, supplemented with the recent datum of—Deruytter
and Becker.?> There appears to be strong evidence that the weighted mean
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and fitted values are too high. The high weighted mean arises from the
strong influence of the measurement of Lounsbury et al.,?! which, because
of its reliance upon mass- spectrometric methods a:d_independence of
alpha half-lives, would appear to be justified.

TABLE XIIl. Fission Cross-section Ratios

Authors Lab Year 233235 239p,,233 239p,235y
Raffle®2 . HAR 1955 0.8664 + 0.0597 1.3834 + 0.0853 1.1986 + 0.0656
Bigham et al. CRC 1958 0.9141 + 0,00122 14189 + 0,00883
Fraysse and Prosdocimi® SAC 1965 1268 + 0023
White et al. 42 ALD 1966

(Monokinetic) 1.253 + 0.030
(Thermal) 1252 + 0.030°
Keith et al.47 N ALD 1968 0.9227 + 00069 13773 £ 0.02299 1.2709 + 0,0343°
Lounsbury et al. CRC 1969 0.9208 + 000682 1.4060 + 0,00923 1.2947 + 0.0108
Weighted mean: 0.9145 + 0.0012 1.4101 + 0.0061° 1.2818 + 0.0083
Fitted values: 09145 + 0.0024 1.3976 + 0.0056 1.2781 + 0.0049
Bigham et al.® 12% 0013
Deruytter and Becker®2 GEL 1970 1.2629 + 0.0099
Vidal et al. CEN 1970 0914 + 0,005
Weighted mean including Lounsbury et al.51 1.2740 + 0.0064
Weighted mean excluding Lounsbury et al.?1 1.2615 + 0.0081

8g-dependent data, errors excluding g-errors.
'Mean value_composed of g-dependent and independent data.
CRevised to 233U half-life of 1.553 x 10° years.

There is also a measurement by Bigham et a_L,(’ excluded from
the IAEA review because of systematic redundancy with the other ratios.
Lounsbury et al.®! quote the value at 1.2970 £ 0.0075 to demonstrate that
their relatively high result is consistent with a previous Canadian irradi-
ation by some of the same authors. However, as noted by Hanna et al,
the work of Bigham et al. is directly proportional to the 233U/"‘”Pu half-
life ratios. If one adopts the 233 half-life measured by Keith,*” then the
Bigham et al. 233U/ZWPu and 235U/"‘”Pu ratios need to be reduced by about
1.553/1.620, giving the revised value added to Table XIII. As a result, the
latest NRU measurement stands alone; a weighted average including it
gives the ratio at 1.2740 * 0.0064; omitted, the ratio becomes 1.2615 *
0.0081, which differs from the Lounsbury et al. datum by over four stand-
ard deviations.

Referring back to Table IX, the fission cross sections found
for 239Pu cluster about the weighted mean of 741.3 * 4.1 b, especially when
the recent value of Deruytter and Becker?? is introduced. This, in fact,
changes the weighted mean to 742.5 +2.8 b. All three of these measure-
ments are independent of the 233(J and 23*U disintegration-constant
difficulties.

The table of fission ratios (Table XIII) includes some additional
values for the 239Pu/?33U quotient. With the original weighted mean of 1.2818
combined with the 741.3-bcross section for 239py of Table IX, a**°U fission
cross section of 578.3 b is obtained, stronglyinfluencing the least-squares
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1.2 This would have been considered dis-
cordant evidence with regard to the hypothesis of a higher #*°U fTssmn
cross section. Now, however, in light of the reassessment provided above,
the weighted mean for 239P1,1/235U fission ratio (Whif;? excvlud.es the recent
Canadian experiment), combined with the updated P-u fission cross sec-
tion, warrants a value of og(***U) = 588.6 4.1 ‘2t>3.5 This bl becorr?e's sup-
portive evidence for a higher evaluation of the 23°U fission probability.

multiparameter fit of Hanna et al

F. Adjusted Values

An an outgrowth of the preceding analysis, an independent assess-
ment of the fundamental fission parameters can be constructed. The ad-
justed values recommended for consideration are collected in Table XIV.
The fission parameters for the three major isotopes are included.
Plutonium-241 has been omitted, but those modifications that occur across
the board are relevant to that isotope as well.

The columns labeled "Experiment' are either the IAEA experimen-
tal average used as input to their least-squares fit¥ or revised values
arising from this review. The columns labeled "Adjustment A," "Adjust-
ment B," "Adjustment C," and "Adjusted" are the result of a juggling pro-
cess in which the experimental parameters were confined by the restraints
vog = no, = n(l+a)og = c. In particular, the constant c was identical to
that developed by Hanna et al.,*? except for "Adjustment B" in the 237 and
239py sets. These cases will be discussed separately below.

In parentheses, under the experimental and adjusted values, are
percentage deviations from the appropriate experimental average or least-
squares output of the IAEA (see Table I). Those labeled 0% are taken di-
rectly from the work of Hanna et al.# Positive percentages are for values
larger than the reference work.

The errors associated with the input experimental quantities are
usually derived from errors in the weighted means, in a manner similar
to Ref. 42. Errors appended to the adjusted values are also from Hanna
et al., for the most part. Since the least-squares fitting procedure does
not recognize systematic error possibilities, the output errors are essen-
tially unaffected by adjustments that reflect systematic influences. These
errors are "optimistic" in that the estimates do not consider the fact that
the changes recommended greatly exceed the previously assigned errors.
Thus the original error values did not provide a correct guide to the
accuracy of the fission parameters. On the other hand, one of the main
virtues in the revised values of Table XIV, with regard to the 2°?Cf stand-
ard, is a higher degree of internal consistency, especially with 23°U, thereby
tending to justify the coupled standard deviations.

A fundamental point of departure for the revisions can be traced to
twozpartially subjective decisions: I have selected values of the half-lives
for °*U and **U as indicated from the latest experimental data; Hanna et al.®



TABLE XIV. Revised Values for 2200-m/s Constants

o za”u 235 29y
xperimen Adj Adjust : ‘
A Experiment Adjusted Experiment  Adjustment AC  Adjustment BC
575.6 + 1.
[FR) ?o-,.,,dl 6 582(;5(): l.ff 578.0 575.6 6805 + 2.7 683.0 + 19 1012.1 £ 6.2 1021.6 10134 £ 46
.85% (+0.07%) (-0.35%) (+0.15%) (+0.66%) (0%) (+0.86%) (+0.13%)
o 5”i3]t 6:-)8 salﬁ lx 411'.)9 536.5 5319 814425 585718 7425 + 28 7425 425 + 3.1
i ! (+1.1%) (+0.25%) (+1.0%) (+0.95%) (+0.26%) (+0.26%) (+0.26%)
50.6 + 3.
oy em,n M.(:_;. t'w 41i5 31 - 9.3+ 11 255+ 1.8 219.1 2109 + 2.6
-13%) (-7.6%) - (-1.0%) %) (+2.9%) (-17%)
a 0.0900( 0; )0.0004 ms&ijm 0.0773 0.0822 0.1691 + 0.0021 0.1661 + 0.0021 0.3598 0.376 0.365 + 0.004
. (-14%) -7.7%) (-0.59%) (-2.0%) (0%) (+2.8%) (+1.4%)
n 2.2(7}30;4 2.)008 2.2(6_501862'.)006 2.218 2.284 2067 £ 0.009  2.058 + 0.006  2.100 + 0,009 2.091 2.091 £ 0,007
. . (-0.29%) (%) (-0.48%) (-0.68%) (-0.48%) (-0.84%) (-0.84%)
vt 2-4‘:'_‘1107?’-005 ui?ltd 7?;007 2.454 2.412 2393 £ 0.008  2.400 + 0,007  2.854 + 0,008 2.877 2.854 £ 0,007
e “; i ; (-1.3%) (-0.6%) (-1.2%) (-0.92%) (-1.0%) (-0.10%) (-0.91%)
LA : 35 8.1 105 143 £ 05 B6+ 1S5
(+24%) (-59%) (-4.9%) (+24%) -7.0%) (-5.0%)
w(@52cH) = 3,731 + 0.008 (Experiment) (-0.35%)
= 3.735 £ 0.008 (Adjusted) (-0.94%)
04(239Pu)/350) = 12633 + 0.0081 (Experiment) (-1,5%)
= L2677 + 0.0081 (Adjusted) (-0.8%)
1v2(233U) = 1554 + 0,003 x 105 years (Adjustment A) (-2,5%)
oy, T 1502 £ 0003 105 years (Adjustment B) (-2,0%)
T 2( U) = 2.444 + 0.005 x 105 years (Experiment) (-1.8%)
wi230/252¢1) = 0,6414 + 0.0018 (Experiment) (0%)
= 0.6426 £ 0.0015 (Adjusted) (0%)
i(239Pu/252c1) = 0.7648 + 0.0067 (Experiment) (0%)
= 0.7703 + 0.0022 (Adjustment A) (+0.85%)
vi@5)o(2350) = 1405.6 (Experiment) (-0.01%)
= 1405.7 (Adjusted) (-0.01%)
n@350)0,(2350) = 1406.6 (Experiment) (+0.06%)
= 14056 (Adjusted) (-0.01%)
vy(2330)0,(233y) = 1328.8 (Experiment) (+0.71%)
= 1319.5 (Adjustment A) (0%)
= 1316.6 (Adjustment B) (-0.22%)
n@30)0,2330) = 13112 (Experiment) (-0,63%)
= 1319.4 (Adjustment A) (0%)
= 1316.7 (Adjustment B) (-0.21%)
v@39pulo(@39pu) = 2119.1 (Experiment’ (-0.81%)
= 2136.2 (Adjustment A) (+0.02%)
= 2119.1 (Adjustment B) (-0.81%)
1(@39Puo,239pu) = 2125.4 (Experiment) (-0.51%)
= 2136.2 (Adjustment A) (+0.02%)
= 21190 (Adjustment B) (-0.81%)
Other Values
1@39Pu)o,239Pu)in 235U)0,(2350) = 15110 (Experiment) (+0.15%) 1.509 + 0.023 (Magnuson33)

= 15197 (Adjustment A) (+0.03%)
= 1.5075 (Adjustment B) (-0.76%)

n - 11239Pu)o,@39Pultn - 112350)0,(2350) = 1.5333 (Experiment) (+3.6%)

= 1.5424 (Adjustment A) (-0.09%)
= 1.5300 (Adjustment B) (-0.90%)

7(239pu)n 2350) = 1.0160 (Experiment) (+0.13%) 1.017 (Vidal et al.6%)

= 1.0160 (Adjustment A) (-0.16%)
= 1.0160 (Adjustment B) (-0.16%)

n@3BUY)m@350) = 1.1021 (Experiment) (-0.05%)
= 1.1006 (Adjustment A) (-0.17%)
= 1.1069 (Adjustment B) (+0.40%)

1(233U)0, 233U (235U)a,2350) = 0.9322 (Experiment) (-0.19%)
= 0.9386 (Adjustment A) (0%)
= 0.9367 (Adjustment B) (-0.20%)

1.081 + 0.005 (Vidal et al.69)

0.934 + 0.014 (Magnuson33)

3For 233y Adjustment A, vy(233U)0((233U) = 1319.5 (as Hanna et al.%2); for Adjustment B, the product is 1316.6.
bFor vy(233y)og@33y) - 13148,
CFor 239pu Adjustment A, v(239Pulo;(239Pu) = 2136.2 (as Hanna et al.%2); for Adjustment B, the product is 2119.1

din parentheses are percentage differences comparing Hanna et al.42 input-experimental and output-adjusted data. (The experiment averages derived in this

report are compared with IAEA experimental averages; the adjusted output is compared with the IAEA LSF.)
€Rolled metal.
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1 work together as shown in Table VIIL
hting to the NRU/NRX o-

d upon their work as subject
examine Table X and

chose to average all the experimenta :
Second, the JAEA group give a very large weig
irradiation measurements, whereas I have looke

to common characteristic deficiencies. In this regard,
It is immediately apparent that the measure-

the accompanying discussion.
: For example, Hanna

ments are very sensitive to the various g-fa}ctors.
ot al.?2 reduced the result of Durham et al.** by 2.2%. The datum of Cabel
;u;rwent a 0.6% increase. It thus becomes almost mandatory to conclude
that complications in conversion of reactor temperature :spectra to
Maxwellian spectra and then to 2200 m/s are too uncertain to Warraflt more
than a few percent confidence in irradiation measurements of &, an 1rr.\pre4§-
sion sustained by comparing the 1965 survey’! with the 1969 reevaluation.
In particular, the recommended values of the IAEA for a were reduced l?y
2.4% in the transition from the 1965 to the 1969 surveys, while the experi-
mental input average dwindled by 1.9%.

110

A second fundamental point of departure has been in as sessment of
the v(?®2Cf) average. Although the mean value used (3.731 £0.008 neutrons/
fission) is just slightly under the JAEA average, 1 have given this undimin-
ished weight in the data set; Hanna et al.*? on the other hand, drastically
downweighted this input datum.

As a result, it was necessary for Hanna et al. to deduce the v values
for the fissile isotopes from the remaining parameters, using the & meas-
urements as a major factor. In this review, I have reversed the procedure,
applying the redundant data to infer a possible inaccuracy in .

Remarks specific to the three main fissile isotopes are covered in
the following three subsections.

1. Z35U

The value of c, as defined earlier in this section, conserved for
2357 is shown in Table XIV to be 1405.7 (neutrons/fission)(barns/atom).
There is no available external evidence to detract from this value. This
constraint causes a slight reduction in the deduced fission cross section,
although still nearly 1% above the IAEA results. Also, the 7 output under-
goes an additional reduction over that suggested from the manganese-bath
revisions. Since no direct input data were used in the V; values (the quality
of direct ¥V experiments on the fissile isotopes is relatively poor), there is
no comparison basis for the experimental input. However, the output value
remains almost 1% below the JAEA recommendation. There are additional
1-b reductions in the capture and scattering cross sections caused by the
constraints. The largest adjustment is in the capture-to-fission ratio,
which requires a 2% reduction in order to rectify the overdetermined data
set. As discussed in Section E.4 above, this is not inconsistent with previ-
ous trends in the same direction.
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The "adjusted" value for V(ZSZCf) reflects the "adjusted" values
for the three fissile isotopes, as well as the experimental averages for the
relative yields with respect to 22Cf. Since the errors in the neutron-yield
ratios are comparable to the error in the absolute californium yield, this
feedback is marginally justified. A least-squares refitting would probably
split the differences more uniformly, as well as taking into account the
effects from the various yield ratios with better precision.

It was necessary to increase the absorption cross section by an
additional 1/2% inorder to develop aninternally consistent set. This adjust-
ment, reasonably within error limits of the experiments and within possible
values of the scattering cross section, does not appear to be excessive. If
the scattering cross section were uniformly reduced by 1 b, which can be
carried out as an extension of the lower rolled-metal cross section found
by Ceulemans and Poortmans,'? and if all absorption cross sections were
given equal weight, then the adjusted value of 0,(**U) is consistent with the
experimental average as revised.

It is pertinent to observe that a 1/2% increase inthe absorption
cross section causes the Gwin and Magnuson‘*l value of 1(**°*U) to be de-
creased byabout 1/4%, amove consistent with the additional reductions in 7
during the transition from the experimental average to the adjusted values.

2. 233U

The combination factor c for 2331] was initially held at the IAEA
value of 1319.4. Increases in the absorption and fission cross sections
appear justified, while the neutron yields per fission and per absorption go
through rather large decreases in comparison with IAEA indications. How-
ever, significantly less capture offsets the reactivity losses caused by fewer
neutrons emitted.

Adjustment A, based on the constraint c(?**U) = 1319.5, implies
a rolled-metal scattering cross section of 3.5 b compared to the Hanna
et a_l.'12 input value of 10.5 4.8 b and output value of about 8.5 % 1285 hetio
avoid being more than one standard deviation from these more plausible
IAEA numbers, one possible combination of adjustments, labeled B, is
based on the following operations: (1) Reduce the constraining constant
c(***U) by 0.2%; (2) increase 7(33%U) at the expense of lowered Oa(“sU) and
a(?33U); and (3) decrease Gf(Z”U) slightly more. The resulting scattering
cross section is 8.1 b. The partially arbitrary nature of these manipula-
tions reflects an approximate degree of uncertainty associated with the ZE)

parameters.

Incidentally, the reduced value of the 2°3U fission cross section
suggests that the 233y half-life may be about 1/2% larger thanthe "selected
value" from Table VIII; such an increase is more compatible with a weighted

mean of all experimental values.
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Recent studies at Westinghouse prc?vide cor.npelling e\;ideg:;; of
shape factors that strongly influence the experimental 1n'put data for ;
The changes affect fission, capture, and neutron prod~uct10n. If the .
spectrum-associated adjustments are applied according to the calculations
of Steen®® and Mitchell and Emert,”® then the 233y parameters would ha\.re
(1) slightly lower experimental input averages for the absorption and fis-
sion cross sections, (2) over 1% lower «, and (3) 0.4% higher 7. The Steen
analysis is based on a value of the constraint N0, reduced 0.7670 to 1309.3.
With a less drastic reduction in the constraint (c = 1314.8), Adjustment G
in Table XIV is calculated.

£, Che

There is ambiguity in the possible output values for 23Pu.
Since there has been little basis for modifications to the experimental
averages--other than the common reductions in ¥ and 7--there has been
no compensation by possible increases in the fission cross sections. Thus,
to retain the value of c¢ used by Hanna et al.,* the "Adjustment A" column
applies. A primary feature of this combination is to increase V to a level
similar to that suggested by the IAEA and also to increase the capture and
absorption probabilities.

The available experimental evidence discourages an increase
in the absorption cross section, but otherwise does not resist the other
effects. A specific examination of the neutron-yield ratios (see Table IV)
involving 2*°Pu is also ambiguous. The most recent measurements by
Boldeman and Dalton’ on the 2*Pu/?**U ratio are consistent with 1 (**’Pu) =
2.870. Also, their ratio for 223U/?3*U gives a value of ¥(*3°U) that is in
agreement with the adjusted values of Table XIV. On the other hand, the
Boldeman and Dalton data are relatively low for the ratio vt(“SU)/vt(zssz)
(see Table III).

On the basis of the 2*°U data previously derived, the weighted
mean from Table IV suggests v¢(**?Pu) = 2.861. This is chiefly an outcome
of the high weight attached to the Australian measurements.’

One further point of ambiguity arises from the vt(“gpu/z‘r’ZCf)
data of Table III. There are two values in wide variance with each other.
The lower one gives v¢(**?Pu) = 2.796, which is substantially below the
values arising from Table IV; the higher one gives 2.861, which is inter-
mediate in terms of the experimental and adjusted values of Table XIV.

Because of these currently unresolved discrepancies, a second
combination was calculated. For Adjustment B, the constant ¢ was held at
2136.2, which corresponds to the experimental input from the product
vt(Z”Pu)Of(Z”Pu). Applying greater weight to the experimental values of the
absorption cross section and the neutron yield developed a smaller increase

in capture. The decrease in 71 continues at 0.84% below the IAEA
recommendations.
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Ther.e are two reasons for giving slight preference to this latter
?;;rangement. First, the various linear extrapolations of Colvin!®s'® for
Pu V(E) data are consistent with a 2200-m/s intercept of 2.854 neutrons,/
fission or less. Second, the experimental results of Magnuson®® for the
product 7)(Z”Pu)oa(z”Pu)/’r)(“"’U)Oa(235U) are more in accord with a value
c = 2136.2. The measured value of the c(**%Pu) /c(**°U) ratio is 1.509 *
0.025, compared to 1.5075 now obtained from Adjustment B and 1.5197 from
Adjustment A. The error attributed to the measurement has been increased
by Hanna et al.* because of spectral uncertainties and g-factors. A smaller
error was reported by Magnuson.

IV. DISCUSSION

My independent scrutinyhas resultedina supportable hypothesis that
significant systematic discrepancies exist among the accepted ZZOO-m/s
fissile constants. The derived adjusted values typically differ by about
three quoted standard deviations from the latest IAEA recommended list.®
Table XV contains estimates of the uncertainties in the major ZZOO-m/s
fission parameters.

TABLE XV. Estimated Accuracies?®
of the Fission Parameters

ZBSU 235U 239Pu 233U 235U 239Pu

(o] £0.4% +0.3% *0.8% n £0.6% £0.3% *0.4%

a
O¢ £0.4% +0.4% +0.4% v £0.5% £0.3% *0.8%
Oy £10% & [ 3% esE3% oy  *20% £11% -

(o) 7% 130 500

267% confidence level.

A. Systematic Effects

The adjustments made in this report are clearly systematic. They
arise from selection of a basis for experiment credibility that differs from
that of the JAEA team. Credibility assessment is ultimately translated to
weighting factors which determine the relative role of a datum within a set
of diverse data. I have removed some of the downweighting applied to ex-
periments which incorporate a variety of verification procedures through
cross-checks and redundancy. Thus, particularly for the half-lives of 233U
and 2**U and for absolute measurements of 2°2Cf neutron yield, an entirely
different interpretation of the full complement of 2200-m/s values arises.
The weighted average fission cross section for 2°U becomes higher, among
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239
other effects. These experimental averages for Of(235U) afld the Uf( Pu)/
Of(235U) ratio both agree nearly exactly with a completely independent eval-
uation by Deruytter.’24

A detailed examination of the 2%Cf experiments supports the valid-
ity of a lower ¥. In addition, current manganese-bath practice ind.ica.tes
that two of the three precision measurements of 7 should have their values
decreased.

In the reassembling of these data--retaining the general constraints
of constancy of the products »0g = 70,--the 2357] adjusted set does not differ
much from the reassessed experimental averages, but they both differ
markedly from the evaluations published in 1965 and 1969 by the IAEA. The
most difficult feature of the adjusted set to support with external experi-
mental data is the increased absorption cross section. For 2357 there is a
difference of 1/2% between the reassessed experimental average and the ad-
justed value. It is shown in earlier sections that this difference is not
implausible.

The larger differences in capture fractions are also not too difficult
to accept in view of the history of previous o averages and in view of the
nonmonochromatic nature of these measurements.

One should not consider the analytical procedure used in this report
to be a substitute for the least-squares-fitting method; nor, conversely, can
the statistical fit be considered valid without the extraction of what appear
to be substantial systematic errors. If the inconsistencies evident in the
prior IAEA input data were remedied, then--coupled with the remaining
vast reservoir of unaffected input data--a revised least- squares fit should
develop sufficient internal consistency to justify the derived errors. From
a nonexperimental viewpoint, the next step recommended is an adjudication
of the issues raised in this report, ultimately leading to a refitting of the
data. However, it would be wise to proceed with the reassessment no faster
than the availability of additional clarifying experimental data. Meantime,
the values recommended in the present report can indicate the current prob-
able values of the fundamental fission parameters at 2200 m/s and the degree
of uncertainty associated with these parameters.

B. Role of Integral Measurements

I consider here some aspects of the past, present, and future role of
integral reactor experiments. The conditions of reactor criticality have
been responsible for the constraints that effectively keep the products vOg =
70, a constant. Beyond this, though, there has been little extracted from the
integral data because of the complications of heterogeneity, neutron escape,
spectrum, g-factors, energy dependence of cross sections, and other fea-
tures that confuse the interpretation of datain terms of ZZOO-m/s constants.



: In fact, it is opportune to observe that integral measurements have
failed to call attention to the significant discrepancies isolated in this re-
port. The reactor critical experiment is usually not sufficiently sensitive
at this level of precision for ZZOO-m/s constants.

A case in point is the measurement series by Gwin and Magnuson,*!
treated by the authors and by the IAEA as an accurate determination of n:
"Critical dimensions of both spherical and cylindrical volumes were meas-
ured as a function of the chemical concentration of the fissile isotope. In
one of the spheres, the critical concentration was measured as a function
of boron concentration." With the aid of some supplementary experiments
and calculations, the critical condition

AEFP(B) = 1 (1)

was solved to derive 7], the spectrum-averaged neutron yield per absorp-
tion. In Eq. 1, f is the thermal utilization

'R

. (2)

™M

at

where the numerator is the macroscopic absorption cross section of the
fissile isotope, and the denominator is the total macroscopic absorption
cross section of the entire solution; F is the fast-fission factor times the
resonance escape probability, and

_ K(B,Ey)

P(B =4
( 1+ 1.2B?

(3)

where K is the nonleakage probability, L is the thermal diffusion length,
and B? is the buckling.

Values of the thermal utilization ranged from 0.45 to 0.59, which
means that about half the total absorptions occurred in the fissile isotope.
Thus, aside from a limited possibility of fitting the system absorptionratio
to the coefficient of a single parameter fit, the actual outcome of the ex-
periment is dependent upon the input value of the absorption cross section
of the fissile isotope--to the extent that AT)/T) = 0.5(A Ua/oa)' as acknowl-
edged by Gwin and Magnuson.“ We may consider this experiment just as
much a measurement of N0, as a measurement of 7). To the limits of
accuracy, these Oak Ridge critical experiments provide a constraint on
the product voy = no, = c.

Three other factors emerge. First, it is evident why--within the
limits of precision of such experiments--critical experiments are rela-
tively insensitive to exchanges in the magnitude of 71 and 6,. The Oak
Ridge measurements are evaluated by the IAEA with total errors of about
1%, which is enough to disguise important changes.
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Second, one must recall that considerable criticality data exist for
235(J thermal systems. To breach the constraining value of the constant c
is likely to be inconsistent with this wealth of data.

Third, somewhat differently for ?**U and 239py, the range of avail-
able thermal criticality data is more limited. Gwin and Magnuson carried
out direct experiments on criticality of 233(J solutions, but the limited
worldwide availability of the lower-weight fissile isotope does not permit
as strong an inference to be drawn regarding corresponding knowledge of
the constant ¢(***U). Due to the relative paucity of moderated plutonium
criticals, the status of the condition c(**?Pu) is even less established.

Consequently, in the absence of information to the contrary, a rel-
atively high degree of confidence must be associated (as the IAEA, in its
two surveys®'7!) with the boundary condition c(?**U). Descending confidence
can be placed in c¢(?**U) and c¢(**°Pu). Or, to put it another way, violation of
these conditions, for cause, is easier with 2*?Pu than with ?**U. As a corol-
lary, because reactor criticality experience is even less sensitive to the
exact mix of either pair of parameters, N0, or Y0z, one can under stand why
the critical-mass data have not resolved the dilemma to date.

Future integral experiments probably cannot help resolve the gen-
eral pattern of discrepancy. Perhaps assistance in choosing between the
two adjusted sets of 2*Pu data may be obtained from examination of exist-
ing or newly generated reactor experiments.

It is reasonable to conclude that integral reactor measurements
are unlikely to provide the major variations necessary to illuminate these
ZZOO-m/s data discrepancies, particularly because of the high cost and re-
stricted range of such integral measurements.

C. Differential Experiments Needed

To eliminate the uncertainty associated with the contradictory eval-
uations of the ZZOO-m/s constants, one must call upon assistance from di-
rect differential experiments.

Further determinations of the 4**U and 3%y decay constants, espe-
cially by a variety of techniques and at different laboratories, would be of
considerable value. The accurate measurements of CBNM!? are important
in this regard.

Additional accurate measurements of the V¢ ratio for 239Pu/stCf are
essential in terms of clarifying the ambiguity in adjusted value for the im-
portant plutonium breeder-reactor fuel. The CEA team of Soleilhac et al.®*
is best equipped to find this ratio at or near 2200 m/s. s
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o The forthioming measurements for additional absolute values of
V4(***Cf) by Axton? are potentially important contributions. Also, support-

ive work regarding manganese-bath correction factors for %°Cf sourcesis
needed from a second laboratory.

- The coexperimenters White and Axton’ can help clear up a muddied
picture if they will make some efforts to directly reconcile their respective
independent fission-fragment counting discrepancies.

The remaining problems regarding large liquid- scintillator measure-
ments are best attacked in two ways: (1) by replication of initial conditions
as much as possible at Los Alamos and at Stockholm in a systematic search
for the delayed gamma and gamma-ray multiplicity effects; and (2) by an-
other absolute liquid- scintillator measurement done with careful attention
to these factors. Here again, the French group is best prepared to follow
through for an absolute determination of Y for EEGE.

Another 7 measurement, especially if done by a different technique,
would be useful in testing the 3/4% reduction called for in the data
readjustment.

The NRU/NRX irradiation measurements to determine capture-to-
fission and fission cross-section ratios need to be reexamined for possible
inadequacy of correction factors. Little is likely to be gained from further
irradiation measurements, as such, but much could be gained from supple-
mentary studies.

There is only one specific measurement of the ZZOO-m/s scattering
cross section for ?*U and none for 233U and **?Pu; either additional work
along these lines or some direct measurements of fissile absorption cross
sections are desirable. A possible configuration for an absorption measure-
ment would be by means of a high thermal-cross-section spherical-cavity
detector, relatively insensitive to fission neutrons, surrounding fissile
targets.

Finally, although not of direct bearing on the fissile-nuclide dilemma,
an accurate value for the hydrogen thermal capture cross section would be
useful.

V. CONCLUSIONS

I find strong evidence that the fundamental ZZOO-m/S fission param-
eters need significant revisions. The evidence is of two types. First, from
interpretation of certain experiments at a level of credibility deviating from
that in the IAEA review, a markedly different set of experimental averages
arise for the neutron yield and for the fission cross sections. Second, there
is substantive independent evidence that these new averages are valid. The
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new combination of averages leads to an adjusted set of fission constants
which differ typically by three standard deviations from the IAEA recom-
mended values. The adjusted 235( get was calculated by retaining the con-
straints that ¥0; and 0, equal the same constant value chosen by .tt}e IAEA.
As a result, reactor integral experiments are not especially sensitive to
this rearrangement of the fissile constants. However, calculations of
breeding margin for future reactor systems are dependent on the fissile
constant mix. For example, Greebler et 2_11.39 calculate that a 1% across-
the-board uncertainty in v¢(**’Pu) produces a 1.5% effect on breeding ratio,
corresponding to a much larger influence on doubling time. This 1% un-
certainty also means a difference of 1.5% in fissile plutonium fuel inventory.

One of the more severe implications of this analysis is in terms of
the prospects for thermal breeding in the 23317_232Th cycle. There the extra
neutron margin is so limited that the reduction in neutron yield, although
compensated by increased fission probability and reduced parasitic capture,
may be significantly deleterious. For a spectrum- averaged 233U value of
7 = 2.07, the effect of a 0.86% decrease in 2200—m/sec 7 could be to in-
crease the fuel doubling-time by nearly a factor of two. However, a second
adjustment option, based on violation of the constraining 70, product, is both
more likely and less disruptive.

The revised 2200-m/s cross-section set developed in this report
contains decreases in V¢ amounting to nearly 1% and slightly smaller re-
ductions in 7 for all the fissile isotopes. To compensate for these changes,
higher fissioncross sections and reduced capture fractions are recommended.

Because of insufficient data, there is an additional uncertainty in the
#39Py data.

The disintegration constants for 33U and 2341J appear to be about 2%
higher than the IAEA average.

To resolve the subjective aspects of the 22.00-m/s cross-section
fitting procedure, a series of sensitive differential experimentsis advised.
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